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In model-based clustering selecting a suitable number of components for a finite mixture distri-
bution is a challenging problem. We want to contribute to this issue and propose a new Bayesian
approach. We propose to deliberately overfit the mixture model by specifying Kmax components,
Kmax being a reasonable upper bound on the number of components. Simultaneously, we specify
a sparse hierarchical prior on the component weights which has the effect of emptying superfluous
components during MCMC sampling. A straightforward criterion for estimating the true number
of components is given by the most frequent number of nonempty groups visited during MCMC
sampling. In addition, we also examine the effect of specifying a sparse hierarchical prior on the
component means, namely the normal gamma prior. By this we aim at reducing the MSE of es-
timated parameters in the presence of noise variables. We perform Bayesian estimation of finite
Gaussian mixture models using MCMC methods based on data augmentation and Gibbs sampling.
To obtain an identified mixture model, in a post-processing step the MCMC output is relabeled
using k-centroid cluster analysis based on the Mahalanobis distance. We evaluate our proposed
method in a simulation setup with artificial data and by applying it to benchmark data sets.
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